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Internet of Things (IoT) refers to the network of interconnected physical devices, vehicles, home

appliances, and other items embedded with sensors, software, and connectivity, enabling them

to collect and exchange data. IoT forensics aim to investigate cybercrimes, security breaches,
and other malicious activities that may have taken place on these connected devices. In

particular, Electromagnetic Side-Channel Analysis (EM-SCA) has become an essential tool for

IoT forensics due to its ability to reveal con¯dential information about the internal functions of
IoT devices without interfering with these devices or wiretapping their networks. However, the
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accuracy and reliability of EM-SCA results can be limited by device variability, environmental

factors, and data collection and processing methods. In fact, very few studies have explored

potential solutions to address the signi¯cant impact of these limitations on the accuracy of
EM-SCA approaches applied to crossed IoT devices. Therefore, this paper examines the impact

of device variability on the accuracy and reliability of machine learning (ML)-based approaches

for EM-SCA. We ¯rst present the background, basic concepts and techniques used to evaluate

the limitations of current EM-SCA approaches and datasets. Our study then addresses one
important limitation, which is caused by the multi-core architecture of the processors (aka.

System-On-Chip). We present an approach to collect the EM-SCA datasets and demonstrate

the feasibility of using transfer learning to obtain more meaningful and reliable results from
EM-SCA in IoT forensics of crossed-IoT devices. Moreover, this study contributes a new dataset

for using deep learning (DL) models in analyzing Electromagnetic Side-Channel data with

regard to the cross-device portability matter.

Keywords: IoT security and forensics; electromagnetic side-channel analysis; EM-SCA dataset;

crossed-IoT devices; transfer learning.

1. Introduction

Internet of Things (IoT) is increasingly becoming a part of our daily life. IoT devices

interact with each other, people, and systems over the internet.1 With the continuous

growth of IoT devices, it needs a more secure and e±cient way of managing the data

being collected, transmitted, and processed. IoT forensics2 has emerged as an es-

sential study area to investigate preventing malicious activities on IoT devices.3 In

particular, Electromagnetic Side-Channel Analysis (EM-SCA) is a promising ap-

proach for IoT forensics due to its ability to reveal con¯dential information about the

internal functions of IoT devices without interfering with them.

EM-SCA is a method of analyzing the electromagnetic emanations that are

produced by electronic devices. These emanations can provide information about the

device's internal functions, including power consumption, encryption key, and pro-

cessing speed.4 This information can be used to perform a range of forensic activities,

including data recovery, malware analysis, and key extraction. In the context of IoT

forensics, EM-SCA can extract sensitive information from IoT devices, such as login

credentials, private keys, and other con¯dential information.5 By analyzing the

electromagnetic emanations produced by IoT devices, it is possible to gain

insight into the device's internal operations and identify potential security

vulnerabilities.6

Machine learning (ML) and deep learning (DL) methods are being extensively

used for data analytics. They can be applied to a variety of application domains such

as agriculture,7 renewable energies,8 climate,9 and health systems.10 Moreover, ML/

DL techniques have been widely used in cybersecurity11 and digital forensics

domains12 to assist investigators in ¯ghting against cybercrimes. As such, ML/DL

techniques have been used in EM-SCA to enhance the capability of identifying

application activities of mobile devices13 and of IoT devices14 to detect required

artifacts as well as potential security issues. The creation of relevant EM-SCA

datasets is crucial in enhancing the capability to identify activities of mobile

2 T. L. Yasarathna et al.
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devices13 and IoT devices.14 These datasets contribute to detecting necessary arti-

facts and potential security issues within the realm of ML/DL techniques applied to

EM-SCA, supporting investigators in the ¯ght against cybercrimes.

Recently, ML/DL-based approaches for EM-SCA have become a new essential

research trend in cybersecurity and digital forensic domains, especially in the cross-

device portability problems where ML/DL models for detecting activities trained

from a given device could be used to detect relevant activities in other devices of the

same kind.

Despite its usefulness, the accuracy and reliability of ML/DL models for EM-SCA

depends on the EM datasets' quality and some limitations can be listed as follows:

. Device variability: Di®erent devices produce di®erent electromagnetic emanations.

. Environmental factors: The electromagnetic environment can also impact the

results, a®ecting the strength and quality of the electromagnetic emanations.

. Data quality, reliability, and accuracy of the data collected by EM-SCA.

Among these limitations, the device variability is the most important factor that

a®ects the overall accuracy of ML/DL models used for EM-SCA. This is more severe

when EM data of the same activities captured from the di®erent devices of the same

kind are also di®erent where are they should be at certain levels of similarity,14 given

these devices are running the same system-on-chip (SoC). This issue also limits the

ability of applying ML/DL-based approaches for EM-SCA in the real-world appli-

cations. To the best of our knowledge, there is no research in literature that studied

this limitation properly in terms of how and why EM data captured could be dis-

similar from devices of the same kind and how to overcome this issue for ML/DL

approaches.

Therefore, this paper ¯rst studies the accuracy and reliability of using ML/DL

models for EM-SCA in the context of crossed-IoT device portability. We then ex-

amine the ability of using transfer learning to address these issues. Finally, we create

and validate a new EM-SCA dataset, which is ready for building transfer learning

models for EM-SCA with regard to the crossed-IoT device portability. This dataset

can be used in both cybersecurity and digital forensic domains. This paper makes the

following contributions to the domain of IoT Forensics:

. Examination of the impact of device variability, environmental factors, and data

collection and processing on the accuracy and reliability of EM-SCA results.

. Analysis the feasibility of using transfer learning in improving the performance of

ML/DL models used in analyzing EM-SCA data.

. Discussion of the importance of addressing these limitations in order to obtain

more meaningful and reliable results from EM-SCA in IoT forensics.

. A new public dataset for using DL models in analyzing EM-SCA data with regard

to the cross-device portability.a

ahttps://aseados.ucd.ie/datasets/EMSCA-2023-Latest/
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In the following section, we discuss some of the existing state-of-art research related

to our topic in Sec. 2. In Sec. 3, we present our methodology with a detailed ex-

planation followed by experimental analysis in Sec. 4. Section 5 is about the dis-

cussion of our ¯ndings. Finally in Sec. 6, we conclude this paper by addressing some

open questions to the research community and, our future direction of the research.

2. Related Work

In recent years, there has been a growing interest in IoT forensics, particularly in

EM-SCA. Researchers and practitioners have been exploring the potential of EM-

SCA to analyze the electromagnetic emanations produced by IoT devices to reveal

information about the device's internal operations. In this section, we will review

some recent studies conducted in the ¯eld of EM-SCA for IoT forensics.

One of the earliest studies in this area was conducted by Ref. 15, who used

EM-SCA to extract the encryption key from an IoT device. They found that the

electromagnetic emanations produced by the device contained information about the

encryption key, which could be used to decrypt the data transmitted by the device.

This study demonstrated the potential of EM-SCA as a tool for IoT forensics and

highlighted the need for better security measures in IoT devices to protect against

attacks. Another study by Ref. 16 focused on using EM-SCA to detect malware in

IoT devices. The authors used EM-SCA to analyze the electromagnetic emanations

produced by a range of IoT devices and found that the emanations could reveal

information about malware in the machine. They also found that the results were

consistent with other malware detection methods, demonstrating the potential of

EM-SCA as a complementary tool for detecting malware in IoT devices.

A study by Ref. 17 investigated the limitations of EM-SCA in IoT forensics by

examining the variability of the electromagnetic emanations produced by di®erent

devices. They found that the electromagnetic emanations produced by di®erent

devices could vary widely, a®ecting the accuracy of the results obtained from EM-

SCA. The authors also found that the variability was in°uenced by various factors,

including the device's operating system, hardware, and environmental conditions.

They also emphasize the importance of variability of electromagnetic emanations for

EM-SCA-based IoT forensics. More recently, a study by Refs. 18 and 19 explored ML

techniques in EM-SCA for IoT forensics. The authors found that ML algorithms

could be used to improve the accuracy and reliability of the results obtained from

EM-SCA. They also found that using ML algorithms could reduce the dependence on

large and representative datasets, making EM-SCA more accessible and practical for

IoT forensics.

EM-SCA is a powerful tool for IoT forensics that has the potential to reveal

con¯dential information about the internal workings of IoT devices. Recent studies

have demonstrated the potential of EM-SCA as a tool for extracting encryption keys,

detecting malware, and improving the accuracy and reliability of the results obtained

from EM-SCA. However, some limitations and challenges need to be addressed to

4 T. L. Yasarathna et al.
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fully realize the potential of EM-SCA for IoT forensics, such as the variability of

the electromagnetic emanations produced by di®erent devices, the dependence on

large and representative datasets, and the need for improved data collection and

processing methods. Therefore, further research is needed to address these limita-

tions and challenges and improve the overall quality of using EM-SCA in IoT

forensics.

3. Adopted Approach

Although ML/DL-based approaches for EM-SCA have become a new research trend

in cybersecurity and digital forensic domains, the current approaches in literature are

mostly working on the datasets generated from the same device. The problem of

crossed-IoT device portability has not been studied in details. It limits the ability of

deploying ML/DL approaches for EM-SCA in the real-world applications of cyber-

securtiy and digital forensics. One of the key challenges is ML/DL methods perform

poorly when applying crossed-IoT devices. To address this challenge, this paper

focuses on three main research questions about the possible factors that a®ect the

ML/DL models' accuracy and how to improve it. These research questions are listed

as follows:

. RQ1: How does the multi-core architecture of SoC integrated on these devices

a®ect the ML/DL models' accuracy?

. RQ2: How does the number of activities running on the IoT device a®ect the ML/

DL models' accuracy?

. RQ3: Can transfer learning techniques be applied to improve the ML/DL models'

accuracy?

We address these research questions through our empirical studies where we set up

relevant experiments that we describe in this section. In addition, we deployed tests

in varied scenarios. A detailed analysis of these test results is presented in the fol-

lowing section.

This section provides an overview of the essential technical background and the

experimental platform for data generation.

3.1. Experimental platform

Acquiring EM radiation from a computing system requires multiple hardware and

software components. In this work, we used Dragon board connected to a smart

device through the wireless connection as a device-under-test (DUT).14 Apart from

that, signal-capturing equipment (HackRF One) is used with an antenna to capture

the EM radiation of the DUT (cf. Fig. 1). The signal acquisition equipment is con-

nected to a host computer that runs the necessary software to read the EM data

samples and save them into trace ¯les (cf. Fig. 2).

Crossed-IoT Device Portability of Electromagnetic Side Channel Analysis 5
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For this purpose, Dragon board 410c development board is used based on a

Qualcomm APQ8016e application processor with a 1.2GHz frequency (cf. Table 1).

Linaro Linux distribution is used as the operating system of Dragon board and

con¯gured as a Routed Wireless Access Point. The new wireless network with the

SSID DB used to connect smart devices to Dragon board. Besides, a HackRF One

SDR is used as the EM radiation acquisition equipment. The device has a maximum

sampling rate of 20MHz. It supports a data acquisition frequency range from 1MHz

to 6GHz, and the H-loop antenna is connected to HackRF One to acquire data from

the DUT within close proximity. GNU Radio library is employed on the host com-

puter to con¯gure the SDR device and process the data it produces.14

The GNU Radio library provides a graphical interface called GRC, which facil-

itates creating visual °ow graphs to build EM data processing pipelines. To capture

EM traces from DUT, place the H-loop antenna on the optimal position of the CPU

of the Dragon board using the GNU Radio library visualizations. The °ow diagram

created by GRC to record EM traces is shown in Fig. 2. Osmocom source depicts how

the HackRF SDR device is set up to provide I/Q data samples. While the ¯le sink

Fig. 1. The hardware setup for acquiring EM radiation from Dragon board. In the meantime, it connects

with the smart device through the custom-built WiFi network.

Fig. 2. The GNU Radio Companion (GRC) °ow graph for acquiring EM traces.

6 T. L. Yasarathna et al.
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records the I/Q data stream into a raw data ¯le, the frequency sink and waterfall sink

are used to visualize data (see Fig. 3).

3.2. Electromagnetic dataset generation

To investigate the device variability, we used Amazon Echo Show 5 and Dragon

board 410c for the experiments (cf. Table 1). We used two (02) similar devices to

create a training dataset from one device and another to create a test dataset. The

sample rate of the HackRF One SDR was set to 20MHz, which is the device's

maximum capacity. In experiment 1 (EXP1), capture EM traces from the Dragon

Board CPU while the smart device is connected through our custom WiFi net-

work DB. In experiment 2 (EXP2), we run di®erent activities on Dragon board

(without connecting other smart devices) utilizing single core (Core #1 of SoC) and

capture EM traces. We do the same for all devices individually. For this purpose, it is

required to set the center frequency to HackRF One SDR and put it as 1.2GHz

according to the Dragon board processor clock frequency. Using the pre-described

experimental setup, we captured EM traces from each device for the activities shown

in Table 1. We also disabled frequency sink and waterfall sink when ¯le sink was

writing data into a raw data ¯le with .c¯le extension in the host computer. Two

sampling methods are available for analyzing EM radiation captured through signal

acquisition equipment, (1) real-valued sampling and (2) complex In-phase and

Quadrature-phase (I/Q) sampling.14 Due to the high expense of data-collecting

equipment and the overhead of storing and processing massive amounts of data, we

used complex In-phase and Quadrature-phase (I/Q) sampling method to build

Table 1. Technical speci¯cations of the smart devices used to create the EM dataset.

Devices Processor CPU frequency WiFi bands
Scenarios used to collect
data

Dragon board 410c

(two devices)

Qualcommr
APQ8016e

1.2GHz (4 core) On-board Wi-Fi,

Wi-Fi

802.11/g
2.4GHz

(EXP 1) Connect one smart

device to built WiFi net-

work and collect EM
traces from the CPU.

(EXP 2) Consider Dragon

board as DUT and run
separate print, math,

memory, and I/O activi-

ties on it. Here, we use

only one core (use the
same core for all activi-

ties) and collect CPU EM

traces.

Amazon echo Show 5
(two devices)

MediaTek
MT 8163

1.5GHz (4 core) Dual-band Wi-Fi
802.11 a/b/

g/n/ac

2.4GHz and
5GHz

asking for time, (2) asking to
play music, (3) asking for

the weather today, (4)

asking to play NRJ radio.

Crossed-IoT Device Portability of Electromagnetic Side Channel Analysis 7
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separate data ¯les for each device activity shown in Table 1 and combine them to

build the ¯nal dataset for each device in the latter stage (cf. Table 2). We keep each

data ¯le size under 3GB due to processing limitations.

4. Experiments and Findings

To apply ML methods for data analytics, we used Short-time Fourier transform

(STFT) for features extraction from the EM trace data.14 In the experiments, we

used 4096 I/Q samples as Fast Fourier Transform(FFT) size and an FFT overlap of

512 I/Q samples. The STFT converted dataset belongs to the label of the original

smart device's software activity and it can be used for ML tasks.

From each class, 30,000 samples were used to build the ¯nal datasets for all

devices. MinMaxScaler is used to normalize the data that transform numerical data

to a standard scale, which can improve algorithm performance, data visualization,

and comparability of di®erent datasets. In the current analysis, one dataset from

Table 2. Statistics of datasets.

Device Number of classes Samples per class Total samples per device

Dragon Board 1 4 30,000 120,000
Dragon Board 2 4 30,000 120,000

Echo Show 1 4 30,000 120,000

Echo Show 2 4 30,000 120,000

Fig. 3. The GNU Radio library visualization of EM radiation generating from Dragon board at 1.2GHz

processor clock frequency, captured with a sample rate of 20MHz using an HackRF One.

8 T. L. Yasarathna et al.
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each device was ¯rst split into training and test with the ratio of 70:30. Keras

sequential model was used to build a deep neural network with six (06) hidden layers,

as this architecture proves e®ective in capturing intricate data patterns. The model

was trained for 30 epochs to achieve convergence while maintaining computational

e±ciency. Allocating 10% of the dataset to the validation set facilitates a compre-

hensive assessment of the model's generalization capabilities. The created model

from one device is used to test with the dataset of another device.

The accuracy, precision, recall, and F1-scores14 were used to evaluate the per-

formance of the models. We used a previous study14 as a baseline to assess the results

obtained from our tests on Dragon Board and Echo Show devices. The previous

study was quite similar to ours in that it also involved capturing electromagnetic

traces. The results of this study show 99% accuracy with a higher precision and F1-

score for all classes of the Echo Show device. Moreover, they captured EM traces

from other IoT devices like Google Home, Samsung SmarThings Hub, and several

Smart Phones from di®erent vendors. Their deep neural network-based models built

using those EM traces captured from each smart device archived an accuracy of over

98.0%. Therefore, in our experiments on Dragon board, we use this observation as

the baseline model.

4.1. Challenges of using ML techniques in analyzing EM-SCA data

in the crossed-IoT device portability context

In EXP1 Amazon Echo Show device, captured data belonging to four (04) activities.

The ¯nal dataset contains 120,000 data samples for each amazon show device

(cf. Table 2). Table 3 shows the classi¯cation report of the model build using the

Echo Show device 1 dataset. This classi¯er achieved 91.0% training accuracy, and

test accuracy of 89.0% with 90.50% macro precision, 89.0% macro recall, and 89.5%

macro F1-score for the same device (Echo Show 1) data used to train the model.

There is a signi¯cant di®erence between the training and test accuracy achieved by

our classi¯er for the Echo Show 1 device (91% and 89%, respectively) compared to

the accuracy achieved by the baseline study (99.66%). On the other hand, our Echo

Show 1 model test with the Echo Show device 2 data shown in Table 7 only got the

Table 3. Classi¯cation report of the sequential Keras model for Amazon Echo Show device 1.

Training data Test data

Label Precision Recall F1-score Accuracy Precision Recall F1-score Accuracy

0 0.96 0.83 0.89 0.91 0.95 0.80 0.87 0.89

1 1.00 1.00 1.00 1.00 1.00 1.00
2 0.95 0.88 0.92 0.94 0.86 0.90

3 0.77 0.93 0.84 0.73 0.90 0.81

Notes: Dataset was split with a 70:30 ratio to training (70%) and test (30%) the model (0-asking to
play music, 1-asking to play radio, 2-asking for time, 3-asking for weather today).

Crossed-IoT Device Portability of Electromagnetic Side Channel Analysis 9
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test accuracy of 25.0% with extremely low precision, recall, and F1-scores for most of

the classes. These results suggest that the model trained on one device may not

generalize well to other devices, highlighting the need for further analysis.

To address the ¯rst research question i.e. \How the multi-core architecture of SoC

integrated on these devices a®ects the ML/DL models' accuracy?" (cf. RQ1, Sec. 3),

we carried out the experiment EXP2, which investigates the issues identi¯ed

in EXP1. Dragon boards were used as the Device Under Test (DUT), and separate

Print, Math, Memory, and I/O activities were run on it while collecting CPU EM

traces. RQ1 assumed that using multiple cores in SoC architecture can a®ect EM

emissions and make it more di±cult to identify the right source of emissions for a

particular activity. Therefore, it a®ects the quality of EM data captured and the

overall accuracy of ML model dropped signi¯cantly (cf. Table 7). To prove this

hypothesis, in EXP2, a single core of DUT is used for all activities in the experiment.

The objective is to isolate the EM emissions from each activity. Moreover, the second

research question assumed that the number of activities, which is also a factor that

a®ects the ML model's accuracy (cf. RQ2, Sec. 3). To address this hypothesis, in

EXP2 we varied the number of activities in three (03) tasks as follows:

. Task 1. Involved in building a model for Dragon Board 1 for four (04) activities:

Print, Math, Memory, and I/O. The model achieved 96% of training accuracy and

test accuracy of 95% with 95% macro precision, 95% macro recall, and macro

94.75% F1-score on the training dataset (cf. Table 4). The model was tested with

the Dragon Board 2 dataset for the same four activities. The model achieved an

accuracy of 38% on the test dataset shown in Table 8.

. Task 2. Involved in building a model for Dragon Board 1 for three (03) activities:

Print, Math, and Memory. The model achieved 97% of training accuracy and test

accuracy of 96% with 96.30% macro precision, macro recall, and macro F1-score on

the training dataset (cf. Table 5). The model was tested with the Dragon Board 2

dataset for the same three activities. The model achieved an accuracy of 52% on

the test dataset shown in Table 9. The ¯nal dataset used for this task contained

90,000 data points.

Table 4. Classi¯cation report of the sequential Keras model for Dragon Board 1 for four (04)
activities.

Training data Test data

Label Precision Recall F1-score Accuracy Precision Recall F1-score Accuracy

0 0.97 0.98 0.97 0.96 0.96 0.98 0.97 0.95

1 0.98 0.96 0.97 0.97 0.95 0.96
2 0.90 0.99 0.94 0.89 0.98 0.93

3 0.99 0.90 0.94 0.98 0.89 0.93

Notes: The dataset was split with a 70:30 ratio to training (70%) and test (30%) of the model (0-Print
Task, 1-Math Task, 2-Memory Task, 3-I/O Task).
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. Task 3. Involved in building a model for Dragon Board 1 for two (02) activities:

Math Task and Memory Task. The ¯nal dataset used for this task contained

60,000 data points. The model achieved training and test accuracy of 99% with

99.0% macro precision, macro recall, and macro F1-score on the training dataset

(cf. Table 6). The Dragon Board 1 model was tested with the Dragon Board 2

dataset for the same two activities, Math and Memory tasks, and the accuracy

dropped to 77% on the test dataset shown in Table 10.

The above results showed that the device variability is directly a®ected on the ML/

DL model performance in EM-SCA (cf. Table 7). Moreover, we identi¯ed the number

of cores in a SoC as well as the number of running activities can signi¯cantly a®ect

the ML/DL model performance (cf. Tables 8–10). These ¯ndings consolidate our

assumptions in RQ1 and RQ1. Further evaluation and discussion are in Sec. 5.

4.2. Analyzing the feasibility of using transfer learning

Furthermore, to address the last research question RQ3 (cf. Sec. 3) we employed

transfer learning techniques to enhance the performance of our models developed on

the Echo Show 1 and Dragon Board 1 devices. Transfer learning is a widely used

approach in ML that enables us to leverage the knowledge gained from one task to

improve the performance of another related task.20 Speci¯cally, we utilized a pre-

trained model as the starting point and ¯ne-tuned it on a new dataset or task, which

allowed the model to bene¯t from the features learned by the pre-trained model and

achieve superior performance on new datasets. To achieve this, we utilized a

Table 5. Classi¯cation report of the sequential Keras model for Dragon Board 1 for three (03)

activities.

Training data Test data

Label Precision Recall F1-score Accuracy Precision Recall F1-score Accuracy

0 0.98 0.94 0.96 0.97 0.97 0.93 0.95 0.96
1 0.94 0.98 0.96 0.93 0.96 0.95

2 0.99 1.00 1.00 0.99 1.00 0.99

Notes: The dataset was split with a 70:30 ratio to training (70%) and test (30%) of the model (0-Print
Task, 1-Math Task, 2-Memory Task).

Table 6. Classi¯cation report of the sequential Keras model for Dragon Board 1 for two(02)

activities.

Training data Test data

Label Precision Recall F1-score Accuracy Precision Recall F1-score Accuracy

0 1.00 0.99 0.99 0.99 1.00 0.99 0.99 0.99

1 0.99 1.00 0.99 0.99 1.00 0.99

Notes: The dataset was split with a 70:30 ratio to training (70%) and test (30%) the model (0-Math
Task, 1-Memory Task).
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pre-trained model and froze the weights of the pre-trained layers up to the ¯rst dense

layer. Subsequently, we added a transfer dense layer on top of the pre-trained model

to build a transfer learning Keras model. We then trained this model on the re-

spective datasets for each device (Echo Show 2 and Dragon Board 2) in our

experiments. We repeated this process for all three models developed in three tasks of

EXP2 (cf. Sec. 4.1).

For Echo Show 2 data, we signi¯cantly improved our models' accuracy by

using a transfer learning approach, with training and test accuracy reaching 53%

(cf. Table 11). Previously, Echo Show 2 data was archived with only 25% accuracy

when tested on the Echo Show 1 model. This result shows the e®ectiveness of transfer

Table 7. Classi¯cation report of the Amazon Echo Show

1 model test with the Amazon Echo Show 2 dataset (0-

asking to play music, 1-asking to play radio, 2-asking for
time, 3-asking for weather today).

Test data (crossed-devices)

Label Precision Recall F1-score Accuracy

0 0.05 0.00 0.00 0.25

1 0.33 0.00 0.00

2 0.25 1.00 0.40
3 0.07 0.00 0.00

Table 8. Classi¯cation report of the Dragon Board 1 model test

with the Dragon Board 2 dataset for four(04) activities. (0-Print

Task, 1-Math Task, 2-Memory Task, 3-I/O Task).

Test data (crossed-devices)

Label Precision Recall F1-score Accuracy

0 0.72 0.09 0.16 0.38
1 0.38 0.85 0.52

2 0.35 0.57 0.44

3 0.85 0.01 0.02

Table 9. Classi¯cation report of the Dragon Board 1
model test with the Dragon Board 2 dataset for three (03)

activities. (0-Print Task, 1-Math Task, 2-Memory Task).

Test data (crossed-devices)

Label Precision Recall F1-score Accuracy

0 0.70 0.05 0.10 0.52
1 0.42 0.93 0.58

2 0.82 0.56 0.67
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learning in improving model performance on new devices. Similarly, for Dragon

Board 2, we achieved remarkable improvements in the accuracy of our models by

using transfer learning techniques. The training and test accuracy of the new model

are 57% (cf. Table 12) for the four (04) activities run on the Dragon Board 2. The

model improved from 38% tested using the Dragon Board 1 model (cf. Table 8).

Besides, the training and test accuracy for the three (03) activities reached 68% and

67%, respectively (cf. Table 13). Previously, Dragon Board 2 data was achieved with

only 52% accuracy when tested on the Dragon Board 1 model. We also achieved high

accuracy of 88% and 87% for two activities on Dragon Board 2, which improved from

77% tested using the Dragon Board 1 model (cf. Table 14). Our approach of ¯ne-

tuning pre-trained models and adding new layers on top allowed us to extract

Table 10. Classi¯cation report of the Dragon Board 1

model test with the Dragon Board 2 dataset for two

(02) activities. (0-Math Task, 1-Memory Task).

Test data (crossed-devices)

Label Precision Recall F1-score Accuracy

0 0.70 0.93 0.80 0.77

1 0.89 0.61 0.73

Table 11. Classi¯cation report of the transfer learningKeras model for the Amazon Echo Show 2

dataset, after ¯ne-tuning the pre-trained Amazon Echo Show 1 model.

Training data Test data

Label Precision Recall F1-score Accuracy Precision Recall F1-score Accuracy

0 0.56 0.59 0.58 0.53 0.56 0.59 0.57 0.53

1 0.46 0.38 0.42 0.46 0.38 0.42
2 0.65 0.70 0.67 0.65 0.69 0.67

3 0.44 0.47 0.46 0.44 0.46 0.45

Notes: The dataset was split with a 70:30 ratio to training (70%) and test (30%) the model (0-asking
to play music, 1-asking to play radio, 2-asking for time, 3-asking for weather today).

Table 12. Classi¯cation report of the transfer learning Keras model for the Dragon Board 2
dataset, after ¯ne-tuning the pre-trained Dragon Board 1 model.

Training data Test data

Label Precision Recall F1-score Accuracy Precision Recall F1-score Accuracy

0 0.53 0.54 0.54 0.57 0.53 0.55 0.54 0.57

1 0.62 0.60 0.61 0.62 0.60 0.61
2 0.53 0.44 0.48 0.53 0.43 0.47

3 0.59 0.69 0.63 0.58 0.69 0.63

Notes: The dataset was split with a 70:30 ratio to training (70%) and test (30%) of the model (0-Print
Task, 1-Math Task, 2-Memory Task, 3-I/O Task).
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valuable features from pre-trained models and adapt them to new tasks, resulting in

superior performance.

The above results proved RQ3's assumption that transfer learning is an e®ective

technique for analyzing EM-SCA datasets and overcomes device variability problem

with the performance gain from 10% to 19% in terms of accuracy of ML/DL models

used (cf. Tables 12–14). We will discuss these ¯ndings further in the following

section.

5. Evaluation and Discussion

The results of our study demonstrate that ML methods can e®ectively analyze EM-

SCA data to identify the software activities of smart IoT devices. In addition, our

study also highlights the limitations of the ML-based approaches, including the need

for careful data preprocessing and the potential impact of device variability and

environmental factors on the model performance.

In this research, we identi¯ed device variability signi¯cantly impacts the model's

performance in EM-SCA datasets. As a result, we observed low precision, recall, and

F1-scores obtained when testing the models with di®erent devices' data. It is es-

sential to highlight that low precision means that the model identi¯es many false

positives. In other words, the model incorrectly classi¯es data from one activity as

belonging to another. Similarly, low recall means that the model needs many true

positives. In other words, the model is not recognizing data from one activity as

belonging to that activity. Last, a low F1-score means that the model has an overall

Table 13. Classi¯cation report of the transfer learning Keras model for the Dragon Board 2

dataset, after ¯ne-tuning the pre-trained Dragon Board 1 model.

Training data Test data

Label Precision Recall F1-score Accuracy Precision Recall F1-score Accuracy

0 0.60 0.50 0.55 0.68 0.60 0.52 0.56 0.67
1 0.63 0.71 0.67 0.64 0.70 0.67

2 0.77 0.81 0.79 0.77 0.81 0.79

Notes: The dataset was split with a 70:30 ratio to training (70%) and test (30%) of the model (0-Print
Task, 1-Math Task, 2-Memory Task).

Table 14. Classi¯cation report of the transfer learning Keras model for the Dragon Board 2

dataset, after ¯ne-tuning the pre-trained Dragon Board 1 model.

Training data Test data

Label Precision Recall F1-score Accuracy Precision Recall F1-score Accuracy

0 0.86 0.90 0.88 0.88 0.86 0.89 0.87 0.87

1 0.89 0.86 0.87 0.89 0.85 0.87

Notes: The dataset was split with a 70:30 ratio to training (70%) and test (30%) the model

(0-MathTask, 1-Memory Task).
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low accuracy in correctly identifying data belonging to a speci¯c activity. In contrast,

the results obtained using our experiments signi¯cantly di®er from the baseline study

we used to validate our results. In the baseline study,14 authors captured electro-

magnetic traces directly from the Echo Dot/Echo Show/Smart devices, while we

used a Dragon board and Echo Show as a DUT in EXP1 to capture the network

tra±c through the Dragon board as the EM traces. This di®erence in the data source

could have led to variations in the quality and quantity of the captured data, which

could impact the classi¯cation accuracy, precision, recall, and F1-scores.

Besides, most smart devices use multi-core CPUs to divide the workload and

complete tasks more quickly. Using multiple cores can a®ect electromagnetic (EM)

emissions, as the increased processing power can generate more electromagnetic in-

terference (EMI). This interference can make it more di±cult to identify the source of

emissions for a particular activity, as the signals from multiple cores may overlap and

create a complex and unpredictable electromagnetic environment. In EXP2 we used

only one (1) core out of four (4) cores in the Dragon Board CPU and ran di®erent

activities to investigate these problems. The results of EXP2 showed a signi¯cant

drop in accuracy when models trained on one device were tested on another, even if

they were of the same model. In contrast, we observed a high correlation between the

di®erent activities, as the EM emissions from one activity can be mistaken for an-

other (cf. Fig. 4). As the number of activities increases, the correlation between them

Fig. 4. A heat map was generated to perform correlation analysis for activities on Dragon Board 1(D1)

and Dragon Board 2(D2). Only one core (core 1) was utilized for all the activities on both Dragon Boards.
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also increases, making distinguishing between activities based on EM emissions more

challenging. In contrast, if the number of devices increase may lead to a high cor-

relation problem between similar activities (cf. Fig. 5). This can lead to more false

positives, where the model identi¯es an activity as present when it is not. The higher

number of false positives can further reduce the model's accuracy. Additionally, the

experiment demonstrated that device variability signi¯cantly impacts the accuracy

of the models, and test the models on datasets from multiple devices is essential to

ensure their robustness.

Despite these di®erences, we still found the baseline study14 to be a valuable point

of comparison for our results. This outcome suggests that the models built with one

device's data may not generalize well to other devices, and their accuracy may

signi¯cantly decrease. The summary of results shows that EM-SCA datasets can

vary signi¯cantly between devices, and therefore, it is essential to consider device

variability when analyzing EM data. This ¯nding is signi¯cant in practical appli-

cations where the goal is to identify and classify the activity of a device in a diverse

range of real-world scenarios.

Our study also identi¯ed that environmental factors signi¯cantly a®ect the

electromagnetic emissions of devices and the quality of the data collected. The low

precision, recall, and F1-scores in these cases highlight the importance of training the

Fig. 5. A heat map was generated to perform correlation analysis for activities on Dragon Board 1(D1),

Dragon Board 2(D2), and Dragon Board 3(D3). Only one core (core 1) was utilized for all the activities on
all Dragon Boards.
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models with data representative of the device and its operating environment. Any

changes in the device or its environment can signi¯cantly a®ect the electromagnetic

emissions of the device, leading to data that may not be representative of the device's

normal operation. Therefore, environmental factors also a®ect models with low ac-

curacy, as seen in our study. Further investigation is needed to optimize our data

collection and preprocessing methods to improve the accuracy, precision, recall, and

F1-scores of our classi¯er.

One limitation of our study is that we focused on a limited set of smart devices

and software activities. Future research could explore the performance of ML models

on a broader range of devices and activities and the impact of other factors, such as

device age and usage patterns, on model performance. Another limitation of smart

devices is the lack of control over the hardware level of each device. For example, the

Echo Show has a 4-core CPU, and di±cult to con¯gure it to use a speci¯c core, such

as the Dragon board. This can have consequences in terms of electromagnetic (EM)

emissions, as increased processing power can generate more EMI. This makes it more

di±cult to identify the source of emissions for a particular activity. With multiple

cores in a CPU, signals can overlap and create a complex and unpredictable elec-

tromagnetic environment. The lack of control over the hardware level of smart

devices can limit the ability to mitigate any potential EMI and cause the device

variability problem.

Transfer learning involves using pre-trained models on similar tasks to improve

the performance of a new model. In the context of our study, transfer learning shows

promising outcomes on EM trace data from similar smart devices to improve the

accuracy and generalizability of the models developed in this work. Also, transfer

learning could be a promising approach for the future use of this work. Another

potential direction for future research is to explore other data preprocessing tech-

niques, such as wavelet transforms,21 to improve feature extraction from EM trace

data. In addition, further investigation is needed to identify the environmental

factors that can a®ect the quality of the EM trace data and how to mitigate these

e®ects in data collection and analysis.

Based on the analysis presented in this paper, several new research directions have

been identi¯ed,

. Multi-core problem for EM-SCA data: This is an area of research that could

explore ways to optimize the processing of EM-SCA data using multi-core archi-

tectures. Additionally, an important direction to investigate the impact of using

multiple cores on EM emissions and how this a®ects the identi¯cation of the source

of emissions. The number of cores in smart device CPU is potentially signi¯cant

factor that may a®ect the accuracy of current EM analysis techniques.

. High correlation between similar activities in di®erent devices from the

same model: This could be another interesting research direction that examines

the extent of correlation between activities across devices of the same model. It

leads to insights into the consistency of sensor measurements across di®erent

Crossed-IoT Device Portability of Electromagnetic Side Channel Analysis 17
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devices and potentially informs e®orts to improve data quality. It highlights the

need for more extensive data collection and analysis to accurately identify the

source of EM emissions.

. Transfer learning methods: The study highlighted the potential for transfer

learning to improve activity recognition performance, particularly in situations

where training data not performing well on the ML models. Future research could

focus on exploring the e®ectiveness of transfer learning in di®erent scenarios, as

well as developing new transfer learning techniques that are tailored to speci¯c

applications.

Overall, our study highlights the potential of ML for analyzing EM trace data in the

context of side-channel analysis while also underscoring the need for careful con-

sideration of data preprocessing, device variability, and environmental factors in

model development and evaluation.

6. Conclusion

In conclusion, the growth of IoT devices has led to the emergence of IoT forensics,

which plays a critical role in investigating and preventing malicious activities on IoT

devices. EM-SCA has become an essential tool for IoT forensics due to its ability to

reveal con¯dential information about the internal workings of IoT devices. However,

the accuracy and reliability of EM-SCA results can be limited by several factors,

including device variability, environmental factors, and data collection and proces-

sing methods. Our study provides insights into the challenges of developing ML

models for the side-channel analysis of smart devices. Device variability and envi-

ronmental factors may signi¯cantly a®ect the performance of those models.

Further research is required to improve the accuracy and reliability of EM-SCA

results for IoT forensics and to overcome the limitations and challenges associated

with EM-SCA datasets. This study provides a foundation for future work in this

area. It presents an opportunity for the research community to address some critical

issues associated with using EM-SCA in IoT forensics.
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