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Abstract. Wireless real-time communication between users is a key
function in many types of businesses. With the emergence of digital sys-
tems to exchange data between users of the same spectrum, usage of
the wireless spectrum is changing and increasing. Long-term frequency
band occupancy measurements, carried out in accordance with the re-
quirements of the International Telecommunication Union, can be used
to measure and store informative values for further forensic investiga-
tion. In the existing literature, there is very limited research on using
that information for a forensic investigation due to a lack of relevant
datasets, examination methods and valuable artefacts. In this paper, we
present a new approach to identify forensically sound deviations, often re-
ferred to as outliers, from using a monitored frequency band. We present
the medcouple method for statistically detecting and classifying outliers.
Furthermore, we created two datasets of long-term frequency band occu-
pancy measurements that were used to evaluate our approach. We also
evaluated our datasets with different machine learning techniques, which
demonstrate that Random Forest has the highest classification accuracy
and sensitivity to automatically detect outliers. These datasets will also
be made publicly available for further research.

Keywords: Long-term Frequency Band forensics - statistical analysis -
machine learning - outlier detection - digital forensics - signal intelligence

1 Introduction

For decades, real-time communication between users has been a key function
in many types of businesses. For a long time, this was only possible by using
radio-techniques in several forms. With the emergence of digital techniques, the
landscape is shifting towards digital transmissions that deliver real-time com-
munication between users. Within this landscape, one can find all kinds of com-
munication devices, ranging from analogue 2-way radio systems, to advanced 4G
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and 5G networks. One thing all of these techniques have in common is the usage
of the radio-spectrum to transfer information between users. With the current
frequency allocations, a specific type of spectrum with clear borders in frequency
is designated to a specific service. This is called an allocated frequency band.
Usage of a specific frequency band can be monitored by interested parties or by
the regulatory office responsible for allocating the spectrum. By measuring the
occupancy of the specific frequency band, one can give estimations about the
usage and the possible remaining capacity. This information can be used to give
insight into usage or possible shortages of capacity in a frequency band.

All frequency bands have a designated allocation for usage. This is the des-
ignated task of a regulatory office in a country. An allocation of frequency band
defines the legal type of usage of this band and the permitted users. Based on
this allocation, some information is already known before monitoring: one can as-
sume that wide-band broadcast FM signals are not to be expected in a frequency
band, allocated for 4G data services for mobile communications [1]. When a spe-
cific frequency band is monitored using this knowledge, a certain ”baseline” or
normal type of usage will be gathered over time. Inspecting the usage in the
band without decoding the content®, the gathered data reveals parametric data
over the usage. When the usage changes, variations will occur in these paramet-
ric values. If, for example, new active transmitters with the designated usage
of the band are placed nearby, the amount of transmissions will increase. Or, if
transmitters are being used for purposes, other than the designated usage, other
parametric values can change, including duration of transmissions or maximum
power of received signals. A sudden increase or decrease in one or more of the
parametric values can indicate a change of usage. This can be caused by both
legal and illegal usage of the monitored frequency band. In order to interpret
these changes in usage, it is necessary to carry out a forensic investigation. i.e.
by using a scientific method of solving crimes, involving examining the objects
or substances that are involved in the crime. In this specific case, the change in
usage of the radio spectrum is an indication for further investigations.

A recent example is the current war in the Ukraine: close to the border
between Russia and Ukraine, radio communications could be detected from the
other side of the border. When applying long-term frequency band occupancy
measurements on bands of interest, a normal type of usage can be identified.
This could be caused by normal training procedures of the different armies.
With the upcoming invasion of the Ukraine, it is likely that the radio usage
was changing, due to the build-up of the army. During and after the invasion,
it is assumed that the usage changes again. The types of messages, which are
exchanged via radio, will probably change as the information sent to and from
different units in the army changes. This can influence the average transmission

5 As channel usage, modulation types, coding schemes and possible encryption can
change without notification, or collisions can occur, the only reliable method of
detecting usage, is inspecting the RF power, to prevent false negatives due to the
incapability of decoding the transmitted information. Compared to the OSI model,
this analysis is executed on layer 1.
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time. Furthermore, the amount of messages exchanged will probably increase.
And as the invasion evolves, transmitters may come closer to the monitoring
station, which will increase the received power values on the monitoring station.
All of these parametric values can be used to detect changes in a very early point
in time or over a longer period of time, depending on the values and method used
to measure. With knowledge of the spectrum, these changes can be identified as
outliers, and thus be labeled as forensic artefacts, as they identify differences in
frequency band usage.

Another example would be smuggling drugs over sea: Due to the lack of
mobile phone service, chances are that maritime radio systems are used to com-
municate between the smugglers. Long term monitoring could reveal outliers in
usage, which can be an indicator of smugglers trying to import the drugs.

In terms of existing academic studies, while the literature is useful for fre-
quency band allocations or primary and secondary user separation in cognitive
radio systems [2, 3], there are very few approaches to identifying outliers or arte-
facts used to investigate a frequency band. Detecting and classifying outliers or
artefacts in the measured occupancy is left up to the investigator to inspect the
data.

The goal of this paper is to identify outliers in each dataset of the spectrum,
being investigated, using statistical methods and also uncover efficient machine
learning (ML) algorithms by identifying these outliers in terms of the highest
classification accuracy and sensitivity. The main contribution of this work can
be summarized as follows:

— A statistic-based approach to forensically detect outliers and to analyse the
skewed datasets from frequency band occupancy measurements. These con-
firmed outliers are labeled as forensically sound outliers in the dataset.

— An efficient, supervised ML method to detect outliers, i.e. relevant forensic
artefacts for future examination.

— Two new validated datasets of long term frequency band occupancy mea-
surements, publicly available for further research.

2 Long-term Frequency Band Data

The reason to execute frequency band occupancy measurements, both in short-
term or long-term, is to gain insight in usage of the frequency band under inves-
tigation. Hopefully, this measurement gives insight from different perspectives.

The International Telecommunication Union (ITU) [4] is the United Nations
specialized agency for information and communication technologies and sets,
among other things, the standards and guidelines for spectrum monitoring. Thus,
we require that the tool and method used to collect the data must implement a
frequency band occupancy measurement method, according to the guidelines [5]
from the ITU. Using this method, the data collection is method scientific proven
and can be used as a solid base for forensic investigations.

The long term frequency band data should be multiple dimensions. This in-
cludes, but is not limited to, energy detection, duration of transmissions, amount
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of observed transmissions and the total amount of time the frequency band being
observed is in use. Thus, with single value measurements the gained insight in
usage is very limited. If, for example, the usage of the spectrum under investiga-
tion is changing in duration for transmissions, and only energy detection is used
for monitoring, this change might go unnoticed.
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Fig. 1. Example of short and long term view of average duration of transmissions:
Daily view (upper), Monthly view (lower)

There are multiple tools available for spectrum monitoring and frequency
band occupancy measurements. Figure 1 shows an example from the Specmon
tool [6] with the different views.

3 Related Work

In [7] the authors proof that normal statistical outliers detection, based on the
Inter Quartile Range (IQR) values, is unusable for skewed data. They presented
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a method to detect outliers where the skewness of the data is used as a correction
for the outlier limits.

Spectrum forensics is defined by the authors in [8]. While they have the focus
on sensing the spectrum using electrical engineering methods, without analysis of
the measurements, it sets the definition for scientific proof of the measurements
and the upcoming analysis.

Authors in [9] proposed a platform for both long-term spectrum monitoring
and a ML platform to analyse the data. This research primarily focused on cog-
nitive radio and uses long term spectrum monitoring to build a database and
predict unused spectrum resources, which can be used by secondary users. While
the basis for their research is long-term monitoring, the proposed solution is not
focused on single usage of a specific band and artefacts cannot be determined
in a forensic way using this method as their proposed method does not monitor
the band continuously. Furthermore, their proposed method only monitors the
minimum, maximum and average signal power, which results in a single dimen-
sion for the ML method proposed. The goal of their research is to forecast the
usage of the primary user for the monitored spectrum, in order to predict unused
time-slots for a secondary user.

In [10] authors proposed multiple ML techniques, which could be used in a
reliable way to sense available spectrum. Although the research was focused on
cooperative radio systems and cognitive radio, the authors selected multiple ML
techniques that are used to identify forensic artefacts. The data used for the sta-
tistical analysis and ML methods is based on classical energy detection. Because
only energy detection is monitored, the proposed method can be identified as
a single dimensional solution. The proposed ML methods are adopted in this
research and verified for forensic usage.

A measured spectrum occupancy database (MSOD) is presented in [11]. This
database holds the data for long-term frequency occupancy measurements and
multiple display options of the usage are presented. The model is used by the
National Telecommunications and Information Administration (NTTA) and sug-
gestions for several frequency band occupancy measurements are provided. In
this system, relatively low bandwidth amplitude-versus-frequency data are sent
from sensors to MSOD for the purpose of computing occupancy statistics every
10 or 15 minutes for relatively long-term intervals. Although this is useful for
spectrum usage data, it lacks some additional dimensions which are useful to
detect artefacts in usage.

The authors of [12] used a one-class Support Vector Machine (SVM) for
outlier detection and proposed the use of a linear kernel function in the SVM
model for ML. A comprehensive list of dependencies is presented in this research
on the usage of several kernels in outlier detection. Although they focused on
unsupervised learning from unlabeled data, the presented techniques are usable
for selecting multiple kernels in the SVMs to detect outliers.

In literature, using ML techniques has been widely studied for the digital
forensic domain with varied methods such as Random Forest, Multi-Layer Neural
Network, Convolution Neural Network [13], Regression Decision Tree, SVM [14]
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or even transfer learning [15]. However, most of the approaches focused on the
classification of artefacts rather than the detection of outliers, which are also
considered as forensic artefacts in our research context. Moreover, very few of
them focused on the forensic analysis of spectrum data.

In [2] authors investigated the usage of ML to sense TV spectrum and deter-
mine available free space for cognitive radio usage. In this research the authors
focused on Energy Detection (ED) and the usage of a threshold on the sensed
data to detect usage on the spectrum under investigation. These extracted values
are the parameters or dimensions used in the ML algorithms. Multiple super-
vised ML algorithms are compared by the authors, based on the information
extracted from the detection of a TV signal.

Authors in [16] described a method for spectrum sensing based on the au-
tocorrelation of received samples. Their goal is to determine free space for sec-
ondary users in cognitive radio systems, where the monitored spectrum is consid-
ered as unoccupied when the Signal to Noise Ratio (SNR) drops below a certain
value. This method is compared with classical energy detection and it proved
to have a high autocorrelation in usage of the sensed spectrum. Although their
research focuses on spectrum sensing and the detection of usage of the spectrum,
there are no descriptions of long term observations of a spectrum under investi-
gation. As correlations of sensed data can reveal usage of the spectrum, it does
not reveal if this is normal usage or a possible forensic artefact. In their research,
detecting this type of artefact is irrelevant, they focus on informing the secondary
user to not use the spectrum when the primary user starts transmitting.

3.1 Summary

Based on an overview of related work in Table 1 we can conclude that there is
no research based on the guidelines from the International Telecommunication
Union, using an open data model as well as a forensic basis for the research. The
presented method in [12] is usable for forensic anomaly detection, although it
has no focus on spectrum monitoring in any way. Despite the fact, it is the only
research that uses multiple features from a dataset to detect anomalies.

Therefore, the research gap is a multi-dimensional, ITU based measurement
method, with an open data, able to determine forensic outliers, both using statis-
tics and ML.

4 Methodology

In this section, we present a methodology to address the research gap mention
in Section 3.1. Our approach includes the data pre-processing, statistical and
supervised ML methods for outlier detection. The goal of this approach is to
determine the parameters, usable for the outlier detection and consequently find
the forensic artefacts in the usage of the frequency band. Then, using the ML
methods, we investigate automated methods for future forensic investigations on
this type of data.
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Table 1. Comparison of related work

4.1 Feature Selection

The features, in which the forensic artefacts are to be identified, must have a
direct relation with the observed use of the spectrum under investigation. The
relevance of the features are individually evaluated, as we approach the features
in this research as univariate. The observations in this type of measurement
consist only on a single characteristic of the spectrum usage, per measured value,
or feature, in the dataset.

We are using the data created by Specmon. This dataset is in plain text and
the values are space separated. An example of the data format is displayed in
Table 2.

Hour of the measurement, ranging 0-23

Number of seconds transmissions are observed
Percentage of usage, based on seconds in one hour
Threshold value used during the measurement
Number of openings, or transmissions observed

Day of month

Average duration of openings

Maximum value received

Day of the week, ranging 0-6

Average low value (this is a highly experimental value)

S EEEEEEEEE

Table 2. Fields in the Specmon data

When inspecting Table 2, we can conclude that not all the features in the
original dataset are useful. For example, one of the values is the threshold used
by the software and method, and thus describing the measurement setup. This
is also a fixed value which does not change in the entire dataset. Hence, this
value does not add knowledge to the data and is not selected.
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4.2 Data Classification

After the feature selection, we need to classify the outliers. Outliers, or forensic
artefacts when they are identified and labeled as such, are data points in the
dataset that attract attention and can be a starting point for further investiga-
tion. The artefacts should be identified in a reproducible method, so that equal
events in the future are identified in the same manner. This prevents arbitrary
choices for artefacts and thus random investigations on events, i.e. false alarms.
The first step taken is to recognize outliers, as such, by manually inspecting
the data and graphs plotted from the data. During this phase, a normal view
of the spectrum under investigation can be recognized by the investigator and
measurements deviating from this identified normal view of the spectrum, are
considered as outliers. In the second phase, the identified data points are inves-
tigated as outliers or artefacts and the mathematical methodologies are tested
to prove these data points as outliers or forensic artefacts. Both methods are
compared to build a solid base in order to prove the outliers in a forensic way.
Outlier detection is investigated in the following order: (i) Manual method; (ii)
IQR method and (iii) Medcouple method.

After successful detection of outliers and the normal data, the data can be
labeled with the one class value, indicating the outliers and normal data. With
this additional information on the outliers, the data is classified.

Manual Method As outliers are deviations from the normal usage, one can
only determine the outliers after inspecting the normal usage of, in this case,
the spectrum under investigation. Long-term spectrum monitoring is required
to measure for a prolonged period of time and collect parametric data over the
usage of the spectrum. Based on these datasets, an overview of the usage can
be created. This overview is gained by inspecting the results from the same tool
that is used for long-term spectrum monitoring. The graphical results of the
datasets can be manually inspected. This step is required for the research to
determine the amount of outliers, or artefacts in the datasets. No quantitative
values can be extracted from the data using this manual method as this process
relies solely on the experience of the investigator.

IQR Method The next step after the manual detection of outliers is to inspect
the distribution of the selected features using violin plots. Violin plots are an
extension to the box and whisker diagrams, which visualize univariate extreme
values. Only if the data distribution satisfies a normal distribution, the IQR
method can be applied and descriptive statistics [17] can be calculated for se-
lected features in the datasets. Outliers are investigated using the Inter Quartile
Range outlier detection [18], based on 1.5IQR method. These calculated outliers
are then checked against the dataset and graphs from the datasets.

Medcouple Method For non-Gaussian distributions, outlier detection based
on 1.5IQR method is not a reliable method, as the outlier factor must be cor-
rected according to the skewness of the data distribution. The medcouple method
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provides this correction [7]. This method determines outliers based on the skew-
ness of the data and is considered to be a robust method to calculate possible
outliers. We chose to treat the different variables as independent variables. Next,
the calculated values are inspected and confirmed against the graphs from the
used tool. Accordingly, the outlier limits are calculated:

if MC > 0 then
[Q1 — 1.5 *MCTQR, Q3 + 1.5¢3C [QR]
else
if MC <0 then
[Q1 — 1.5e3MCIQR, Q3 4 1.5¢*MCIQR]
end if
end if

The above functions clearly shows that the outliers are corrected with an
outlier factor: the “Normal” IQR value is increased or decreased according to
the medcouple value. If the medcouple value is positive, the data is right-skewed.
If the medcouple value is negative, the data is left-skewed and in both cases the
outlier limit is corrected accordingly.

4.3 Machine Learning Method

In the previous section, we identified outliers in the dataset using several statis-
tical methods. Both the outliers and the normal data are labeled, and the results
in datasets with added knowledge on the normal usage of the spectrum under
investigation, and outliers of usage of the same spectrum.

We also used multiple supervised ML methodologies to train the data with
classified outliers. The purpose of this is two-fold: (i) validating the usability
of created datasets with ML approaches to detect the outliers; (ii) finding the
efficient ML techniques in terms of the high classification accuracy and sensitivity
that can be used for the outlier detection from similar datasets.

The following algorithms were compared in this research: (i) k-Nearest Neigh-
bors (kNN); (ii) Logistic Regression (LR); (iii) Naive Bayes (NB); (iv) Neural
Network (NN); (v) Random Forest (RF); (vi) SVM-RBF kernel (SVM-R); (vii)
SVM-Polynomial kernel (SVM-P) and (viii) SVM-Linear kernel (SVM-L).

We used two performance metrics. The classification accuracy, which is cal-
culated with the following formula:

TP+TN

Accuracy = TP+TN+FPLFN

where TP is the True Positive, TN is the True Negative, FP is the False
Positive and FN is the False Negative. The second metric is the sensitivity, or
recall of the model which is calculated as follows:
e TP
Sensitivity = 77 px
As this research focuses on the detection of outliers, and the outliers identified

with the medcouple method above are labeled with class 1, the sensitivity is
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calculated for this class only. Both the classification accuracy and the sensitivity
are calculated using a 10 fold stratified cross-validation method.

Validate Classification Task In the previous sections we described the multi-
ple steps taken to label the data and used the labeled data to train ML method-
ologies. Depending on the classification accuracy and sensitivity, it is possible to
select the best performing ML methodology. When both the classification accu-
racy and sensitivity are lower than 1, that is not 100% accuracy, the ML method-
ology generated some mis-classified outliers. When selecting these mis-classified
outliers, we can validate them to the original data. This might suggest reasons
for mis-classification. We followed the following steps to map mis-classified out-
liers back to the original data: (i) Select the mis-classified outliers; (ii) Locate the
feature values of the mis-classified outlier in the normalized data; (iii) Record
the position of the outlier in the normalized data and (iv) Find the same position
in the original data.

The values from the original data could now be validated with the result of
the manual outlier selection and the results of the selected statistical method.

5 Experiments

5.1 Experimental Environments

Tool and Method Specmon is usable for Frequency Band Occupancy measure-
ments using software defined radio. This tool is capable of measuring multiple
features of the frequency band being monitored. The measured data is visual-
ized in multiple graphs, both in 2D for short-term observations and in 3D for
long-term observations. Using these visualizations, we can manually identify out-
liers and cross-reference these outliers with outliers determined with the other
methods presented.

Frequency Bands Investigated We have chosen to create two separate datasets
using Specmon, so that the method can be tested against different datasets, to
make sure that the method is not a “single targeted solution” but a broad usable
method.

868 MHz EU ISM band, main part for the usage of LoRa network.
A Raspberry Pi model 3 with an Airspy R2 SDR was used. The SDR was tuned
to 868.35 MHz with a sample rate of 2.5 MSps. This results in 2.5 MHz of band-
width centered around 868.35 MHz. The Airspy is connected to an FM-Broadcast
band-stop filter to prevent front-end overloading from nearby transmitters and
then the filter is connected to a Diamond D-130 discone antenna on top of the
building. With this low-gain omni-directional antenna, nearby transmissions can
be received. The software used is Specmon with FFT-size 2048, resulting in a
frequency-resolution of 1220 Hz per FFT-bin. As an average transmission using
the LoRa standard is 125 KHz wide [19], depending on the spreading factor used,
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this monitoring resolution matches the ITU requirements [20, 5].

145 MHz amateur radio band.
A Raspberry Pi model 3, with a RTL-SDR V3 SDR, was used. The SDR was
tuned to 145 MHz with a sample rate of 2 MSps. This resulted in 2 MHz of band-
width which was the entire amateur radio band, ranging from 144 to 146 MHz.
The RTL-SDR was connected to an FM-Broadcast band-stop filter to prevent
front-end overloading from nearby transmitters and the filter was connected via
the VHF-port from a Diamond MX-3000 triplexer to a Diamond V-2000 ver-
tical antenna on top of the building. Due to the gain, designed frequency, and
antenna-height, transmissions from a wide area could be received. The software
used was Specmon with FFT-size 2048, resulting in a frequency-resolution of
977 Hz per FFT-bin. As the amateur radio band was dedicated for experimental
usage, there was no single type of usage in this spectrum. The usage ranged
from ultra narrow band modes to broadband data transmissions. A frequency
resolution of 977 Hz was assumed to cover most of the transmissions, according
to the ITU guidelines [20, 5].

The platform for the data analysis and ML experiments was Debian 11 with
Orange 3.31.1 [21], installed via miniconda.

5.2 Datasets

With the aforementioned setups, two different long-term frequency band oc-
cupancy measurements were recorded. Using setup 1, six months of data was
collected from the usage of the 868 MHz LoRa frequencies. The measurement
period was from October 2021 up to and including March 2022. Using setup 2,
five months of data was collected from the usage of the 145 MHz amateur radio
band. The measurement period for this second setup was from November 2021
up to and including March 2022.

Every measurement was executed for one hour and then restarted. The re-
sults per hour were aggregated by the Specmon software and 24 aggregated lines
were combined per day. The aggregated lines consisted of 10 values from which
an example is shown in Table 3 and the description of the field in the data is
displayed in Table 2 . Finally the measurement results per day in a single month
were combined to a single file per month. This resulted in 672 measurements in
February, with 28 days and 744 measurements in months with 31 days. An ex-
ample of the data is displayed in Table 3. The dataset for the 868 MHz consisted
of 4800 data points and the 145 MHz dataset consisted of 3216 data points.

In addition to the different datasets per month, a full dataset was created
with all the measurement data in a single datafile, per setup. These datasets
were named ”full” and contain five or six months of continuous data.

5.3 Data Preprocessing

Feature Selection The features selection method from the original data is
explained in Section 4.1. The final data consists of five features:
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U|00{V|1449.56|P|40.27|T|10.00{0|1030|D|01|A|1.41|M|46.24|W|6|L|1.59
U|01|V|1418.47|P|39.40|T|10.00{O|1034|D|01|A|1.37|M|45.88| W |6|L|1.62
U|02|V|1419.11|P|39.42|T|10.00{0|1026|D|01|A|1.38|M|45.61|W|6|L|1.66
U|03|V|1481.41|P|41.15|T|10.00/0{1021|D|01|A|1.45/M|45.98| W|6|L|1.61
U|04|V|1431.47|P|39.76|T|10.00{O|1002|D|01|A|1.43|M|45.93|W|6|L|1.69
U|05|V|1366.83|P|37.97|T|10.00{0|1001|D|01|A|1.37|M|46.46|W|6|L|1.73
U|06|V|1427.98|P|39.67|T|10.00{0|1009|D|01|A|1.42|M|45.80|W|6|L|1.64
U|07|V|1412.10{P|39.22|T|10.00{O|972 |D|01|A|1.45/M|45.60|W|6|L|1.80
U|08|V|1373.73|P|38.16|T|10.00{0[992 |D|01|A|1.38/M|45.68/ W|6|L|1.66
U|09|V|1450.59|P|40.29|T|10.00{0|1039|D|01|A|1.40|M|45.89|W|6|L|1.63

Table 3. Example data from Specmon

openings : This value is the number of times the threshold, during the mea-
surement period, was triggered. This shows the number of transmissions
observed. (O)

maximum open value : This value is the maximum value measured during
one transmission and shows the maximum relative power level of the trans-
mission. (M)

average open time : This value is the average duration of observed transmis-
sions during the measurement period. (A)

open seconds : This value counts the total amount of time in seconds that
the measurement values were above the threshold, during the measurement
period. (V)

class : This value is default set to zero for later classification. (C)

5.4 Measurement Results Outliers

In this section we present the results from both the manual method and the
medcouple method and compare the results of these two methods. The measure-
ment data from the month January 2022 is selected from the 868 dataset for
manual inspection and classification. As a first step, the output from Specmon
is visually inspected and manually searched for outliers.

The 3D plots from the 868 MHz measurements are shown below in Figure 2
where in Figure 2 (upper) the percentage of usage is displayed. Using the same
technique, other parameters are shown, such as in Figure 2 (lower) where the
maximum measured signal strength is displayed.

Subsequently two other 3D plots are generated from the same dataset, as
displayed in Figure 3 where Figure 3 (upper) shows the average duration in
seconds of an observed transmission and Figure 3 (lower) displayed the 3D graph
with the number of observed transmissions, both per hour.

In order to identify outliers, all the graphs must be inspected and possible
outliers must be recognized in combination with the other graphs. As outliers
on the high side have a more red color, they can be identified with relative ease.
On the other hand, outliers on the lower side have a color difference in blue
scale and this is more difficult to identify. Some examples are visible in Figure
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Fig. 2. Percentage (upper) and max open value (lower) plots from Specmon

3 (upper): on January between 01:00 and 15:00 hour, the entire scale of blue
colors is visible but it is not clear when the values are low enough to identify
as outlier. Inspecting the darker blue color on January 14th, 21:00 in the same
figure, might reveal an outlier on the lower side. The same problem appears
when inspecting Figure 3 (lower): The bright red colors from January 28th,
16:00 onwards for 24 hours show clearly that there was a change in usage. But
the light red colors on 29th from 01:00 to 04:00 including, are probably within
the limits of normal usage. By only visually inspecting the graphs, one is really
dependent on the experience of the investigator to identify the subtle differences
in colors in the graphs, to identify a measurement as an outlier. Furthermore,
four different graphs with different color scales from the same measurement
need to be inspected and validated. A python script was written to calculate the
medcouple values from the different features. The medcouple value is slightly
negative which means that the selected data in this example is skewed and the
result of this correction in the medcouple method is visible, as the values for the
IQR method and the values for 7mean +/- (3 * standard deviation)” and the
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Fig. 3. Average opening values (upper) & number of openings (lower) plots from Spec-
mon

medcouple method differ. The method "mean +/- (3 * standard deviation)” is
not used further in this research but only shown here to visualize the difference
with a default method for outlier detection.

Table 4 is created using the medcouple method (MC) and by manual (Man)
inspection of the graphs. In this table, the day and hour are shown and ”1” in
the table represents an outlier in that specific hour of the dataset. Furthermore,
an extra column is added with a label added to the manual classification: False
Positive, False Negative and True Positive. The True Negatives are not listed
in this table as they are the remaining measurements. January 2022 has 31
days with 24 hours, so this results in 744 measurements. As there are 34 items
identified in this month, using both the manual and medcouple method, the
remaining 710 values are considered as True Negatives.

There was a noticeable difference in the manual and automated detection of
outliers. At first hand, this seems to be a very big difference but when manually
verifying the outliers, calculated using the medcouple method, they can all be
confirmed using the graphs. When verifying the false positive manual outliers,
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day lhourMan|MC|label
1 7 0 1 FN
2 14 0 1 FN
2 23 0 1 FN
4 |1 0 1 |FN
4 |4 0 1 FN
4 6 0 1 FN
5 1 0 1 FN
5 116 |1 0 |FP
6 14 0 1 FN
7 18 1 0 FP
8 |17 |1 0 |FP
12 |17 1 0 FP
15 |2 0 1 FN
16 (13 |1 0 |FP
16 |15 1 1 TP
20 |8 1 0 FP
26 |3 0 1 |FN
28 (17 1 1 TP
28 (18 1 1 TP
28 (19 |0 1 |FN
28 20 |0 1 |FN
28 (21 0 1 FN
29 |5 0 1 |FN
29 |6 1 1 TP
29 |7 1 1 TP
29 |8 1 1 |TP
29 |9 1 1 TP
29 110 1 1 TP
29 |11 1 1 TP
29 |12 1 1 TP
29 (13 1 1 TP
30 |17 1 1 TP
30 (18 |0 1 |FN
30 (19 |0 1 |FN

15

Table 4. Manual outliers and calculated outliers with medcouple method from January

2022 on 868 dataset.

that is the outliers manually identified but not confirmed using the medcouple
method, these values are confirmed true false positives as the values are within
the borders of the medcouple method. A plausible explanation can be that the
color scale is not optimized for this type of manual inspection. This confirms that
the difficult part here is to identify distinct differences in colors, which classifies

an outlier, or not.
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Using the functions explained, the classification accuracy and sensitivity of
this manual method are calculated: (i) FN: 16; (ii) FP: 6; (iii) TP: 12; and (iv)
TN: 710.

Table 4 holds the TP values, calculated with the medcouple method for this
month of data. When we cross-reference these calculated outliers with the four
different graphs made with Specmon, they can all be identified as outliers, in
one or more of the graphs.

5.5 Measurement Results ML Methods

The labeled data can be used to train the different ML methods and calculate
the performance metrics. 868 MHz dataset holds six months of continuous data
and the dataset on the 145 MHz one holds five months of continuous data.
In addition to these months, two larger datasets were compared: one for the
868 MHz dataset with the data from all six months and one for the 145 MHz
dataset with all five months. This results in datasets for each month to train
and calculate performance metrics. The performance metrics used to compare
the ML algorithms were the classification accuracy and the sensitivity, or recall.

The sensitivity of the different ML models were calculated for the class 1
classification, as the class 1 value are the outliers or forensic artefacts. The class
0 value are TN, which are the values corresponding to the normal usage. Based
on this, only the sensitivity of the forensic artefacts were calculated.

The results are displayed in the following tables for both the classification
accuracy and the sensitivity, where abbreviations are used for the supervised ML
algorithms.

868 MHz Dataset This resulted in 672 measured values for the month of
February to 744 measured values for the months with 31 days. The total datasets,
with the data of all six months, contained 4,800 measurements, of which 220 were
identified as outlier with the medcouple method (Table 5, Table 6).

868 2110 2111 2112 {2201 |2202 (2203 |full
kNN  ]0.950 [0.965 |0.973 |0.983 [0.970 |0.960 |0.981
LR 0.925 10.942 0.949 |0.968 |0.951 [0.950 |0.961
NB 0.911 |0.938 [0.942 |0.961 |0.920 [0.935 |0.946
NN 0.972 10.974 0.972 |0.984 |0.967 [{0.964 |0.991
RF 0.997/0.994(0.993(0.999(0.993|0.991(0.999
SVM-P|0.978 [0.967 [0.978 [0.991 {0.990 {0.972 {0.830
SVM-R|[0.977 (0.969 |0.969 [0.981 |0.974 |0.961 [0.986
SVM-L [0.867 [0.918 |0.958 [0.961 |0.908 {0.942 |0.611
Table 5. Classification accuracy on 868 dataset

145 MHz Dataset Using the same settings and algorithms for the 145 MHz
dataset, this resulted in 672 measured values for the month of February to 744
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868 2110 |2111 2112 {2201 {2202 (2203 |full

kNN  ]0.379 [0.432 |0.487 |0.536 |0.424 |0.372 |0.609
LR 0.034 |0.045 [0.026 |0.143 |0.000 [0.140 |0.264
NB 0.155 |0.182 [0.487 |0.000 |0.152 [0.070 |0.427
NN 0.672 |0.568 10.487 |0.571 |0.333 |0.372 [0.841
RF 0.966|0.909|0.897|0.893|0.879|0.884|0.977
SVM-L [0.345 [0.227 [0.564 [0.214 {0.091 {0.209 |0.464
SVM-P|0.845 [0.636 |0.846 [0.857 |0.879 |0.628 |0.518
SVM-R|0.741 (0.500 |0.410 [0.571 |0.576 |0.326 [0.727

Table 6. Sensitivity values on 868 dataset

measured values for the months with 31 days. The total datasets, with the data
of all five months, contained 3,216 measurements, of which 823 were identified
as outlier with the medcouple method (Table 7, Table 8)

145 2111 (2112 2201 |2202 |2203 |full

kNN 0.843 |0.831 |0.888 |0.917 |0.806 |0.927
LR 0.785 |0.722 0.839 |0.896 |0.711 |0.834
NB 0.78210.720 [0.860 |0.853 |0.758 [0.822
NN 0.865 |0.828 0.862 |0.918 |0.829 [0.922
RF 0.990(0.996/0.991|0.993|0.996|0.999
SVM-P|0.875 0.390 |0.465 [0.917 |0.351 |0.275
SVM-R|0.849 (0.477 {0.849 [0.920 |0.576 |0.421
SVM-L {0.808 [0.367 |0.386 [0.917 |0.336 |0.317
Table 7. Classification accuracy on 145 dataset

145 2111 (2112 |2201 |2202 {2203 |full
kNN  |0.548 |0.694 [0.408 |0.352 |0.583 |0.746
LR 0.110 |0.507 |0.069 |0.014 |0.096 |0.378
NB 0.329 |0.730 |0.523 |0.141 |0.512 |0.452
NN 0.452 |0.622 |0.208 |0.254 |0.558 |0.730
RF 0.959(0.993|0.969|0.958/0.996|0.999
SVM-L[0.219 |0.789 |0.777 |0.282 |0.817 |0.950
SVM-P [0.562 |0.776 |0.669 [0.268 |0.812 |0.978
SVM-R|0.384 |0.862 |0.192 [0.254 |0.929 |0.987
Table 8. Sensitivity values on 145 dataset

Combined Results Both datasets were processed with equal settings and using
this method, the results of the calculations for the performance metrics can be
compared. The results of both the classification accuracy and the sensitivity,
or recall, were evaluated and the results with the highest values are printed
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in bold. When reviewing the results for both datasets, it becomes apparent
that the Random Forest has the highest overall values for both classification
accuracy and the sensitivity. Although both datasets have the same method
for measurement, the usage of the different frequency bands differs. Even with
this different type of usage, in both situations Random Forest remains the ML
methodology with the highest results for classification accuracy and sensitivity.
Furthermore the accuracy and sensitivity increases when the combined data for
the different measurements are tested. Although this is more computationally
expensive than calculating the accuracy and sensitivity for individual months of
data, an increase in both the classification accuracy and the sensitivity, is visible.

If we compare the measurement results of both datasets, it is noticeable that
SVM with the RBF kernel also provides high values for both the classification
accuracy and the sensitivity. However, the values for the classification accuracy
are slightly higher with Random Forest. The sensitivity with SVM with the RBF
kernel also regularly reaches high values but has a large spreading in the results.
This spreading is not observed when using Random Forest.

5.6 Validate Mis-classifications

Despite the high values for classification accuracy and sensitivity, these values
are not equal to 1, i.e. there is no 100% accuracy. Even with a classification
accuracy of 0.999, a mis-classified outlier can occur. To gain insight into mis-
classified outliers, some of these values are inspected and compared with the
outlier values of the medcouple method with the validation method from Section
4.3.

Limits lower value|upper value
max_open_value|34.1 62.6
avg-open_time |(2.04 121.9
open_seconds |18.9 7230
openings 8.25 271.4

Table 9. Medcouple values, 145 MHz dataset, March 2022.

For this purpose, from the 145 MHz dataset the measurement results of
March 2022 were assessed® and the mis-classified outliers are examined. The
upper and lower limit values are displayed in Table 9.

In the next step, we selected the mis-classified values from the Random Forest
algorithm and compared them with the classified outliers using the medcouple
method. For this, the mis-classified outliers were selected in the flow chart used
in Orange. However, this resulted in normalized values. In order to determine
where the classification was different from the medcouple method, the original
values have to be found because the medcouple method works on data that has

5 The upper value for open_seconds is outside the normal range for 1 hour, or 3600
seconds. This means that no upper limit outlier on open_seconds can occur in this
month.
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not been normalized. Using Orange, four mis-classified outliers were identified
in the selected data (Table 10).

line|max_open_value|avg_open_time|open_seconds|openings|class(MC)|class(RF)
1A |-0.0526 -0.936 0.881 -0.882 0 1
1B |54.61 14.53 2557.58 176.0 0 1
2A |-0.087 -0.998 -0.922 -0.849 0 1
2B |34.11 4.6 170.13 37.0 0 1
3A 10.393 -0.997 0.338 0.382 1 0
3B [52.01 7.32 2416.05 330.0 1 0
4A |-0.083 -0.971 -0.897 -0.987 1 0
4B [34.23 53.72 214.86 4.0 1 0

Table 10. Misclassified values in 145 MHz dataset, March 2022
normalized values

with original and

In this table, the mis-classified outliers are displayed in lines 1A, 2A, 3A and
4A and the original values are in lines 1B, 2B, 3B and 4B. The first two mis-
classified outliers, displayed in lines 1 and 2, are false positives, where the last
two mis-classified outliers are false negatives. When comparing the original val-
ues with the medcouple upper and lower limits, the first and third mis-classified
outlier are well within the limits for the medcouple method. There is no clear
explanation why these values are mis-classified. However when inspecting the
second and fourth mis-classified outlier and comparing the values to the med-
couple upper and lower limits, it becomes clear that the lower limit for the
max_open_value according to the medcouple method is 34.1 and the original
values measured are 34.11 and 34.23. The difference between these two values
and the medcouple method are both less than 0.1% and could be considered as
outliers as the rounding of the values can possibly explain these differences. Line
four however have four openings where the lower limit according to the medcou-
ple value is 8.25 and this should be classified as an outlier. The explanation on
the false negative mis-classification is for the future work.

6 Evaluation and Discussion

The focus of this research was to find forensic artefacts in long-term frequency
band occupancy measurements. The base of this investigation are datasets from
these types of measurements. They are not widely available so we created our
own datasets for this research. Due to this limitation, it is difficult to compare
to other datasets.

In both datasets, the time-frame is one hour. As proven by the result of this
research a time-frame from one hour is usable to detect outliers. There can be
other situations where one hour is too short or maybe too long. If the frequency
band under investigation is designated for only very short transmissions, shorter
time-frames can be investigated.
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When we inspected the threshold values, calculated using the medcouple
method over the several months, it shows that these values disperse. Based on
this, one cannot use a fixed value for outlier detection over time. In this research
we use one month of data as a base for calculating the medcouple value. This
has a drawback that, for example, in the first week of the month outliers are not
detected reliable due to the lack of data.

When we inspected the percentage of outliers in both the datasets, it appears
that there was a significant difference in percentage of outliers between them.
Where the 868 MHz dataset have an outlier ratio of approximately 4.5%, the
145 MHz dataset have an outlier ratio of approximately 25%. One can discuss
if 25% of outliers still can be validated as outliers, although statistically seen,
these values are proven outliers. When inspecting the dataset more closely, there
are some time-based series of activities in the usage of this frequency band. It
might, although this is not investigated fully, be that quiet (nightly?) periods
and periods with peak activity are identified as outliers. This specific behavior
does not occur in the 868 MHz dataset, which leads to the idea of time based
series in usage.

7 Conclusion and Future Work

7.1 Conclusions

In this research, we explored datasets from long-term frequency band occupancy
measurements to identify the usable and interpretable features in such datasets.
Using these identified features, we investigated several methods to identify out-
liers in usage in this type of multi-dimensional data.

In this research we have proven that the medcouple method is a reliable
statistical method to identify and classify outliers as artefacts in the data from
long term frequency band occupancy measurements. The medcouple method has
proven to be robust, even if the dataset does not have a normal, or Gaussian,
distribution. We prove that this method is usable in a forensic sound way to
identify and classify artefacts in the dataset and therefor add knowledge to the
data. The used datasets are generated using long term frequency band occupancy
measurements using the ITU guidelines.

We also showed that, when using both classified datasets to train supervised
ML methodologies, forensic artefacts can be reliably identified. We demonstrated
that the automated classification process can be executed with both a very high
classification accuracy as well as a high sensitivity. We also compared multiple
supervised ML algorithms, and Random Forest yields the highest accuracy and
sensitivity with a sustained minimum accuracy level of 0.99 and a minimum
sensitivity of 0.88 across both datasets.

Finally, we conclude that finding forensic artefacts in long-term frequency
band occupancy measurements, using the proposed method, delivers forensic
investigators a new method to identify outliers of usage.
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7.2 Future Work

No real-time detection of forensic artefacts was investigated or implemented.
We assume that real-time detection and forensic artefact alerts, after thorough
training of the models can add value to this method. The usage of a moving
period in stead of a fixed period of one month as base for outlier detection could
also give the opportunity to detect outliers in near real-time.

This research was based on data from a single measurement setup. When
using cooperative measurement setups in a given area, data from multiple sensors
can be combined to either locate the transmitter or increase the reliability of the
outlier detection.
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