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Abstract—Electromagnetic Side-Channel Analysis (EM-SCA)
has been demonstrated as a viable technique for extracting
forensic insights from Internet of Things (IoT) devices. However,
the complexity of the data acquisition and analysis processes
demands a high level of technical expertise from forensic investi-
gators, which poses practical challenges in real-world scenarios.
To address these challenges, this research proposes a Forensics-as-
a-Service (FaaS) platform aimed at mitigating technical barriers
by streamlining the EM-SCA process. This research introduces
EMvidence, a FaaS platform designed to simplify and automate
Electromagnetic (EM) data acquisition, handling, and analysis
in IoT forensic investigations. The platform comprises two com-
ponents: the EMvidence data acquiring application for efficient
data capture at crime scenes, and the EMvidence web application
for cloud-based analysis of EM data. Comprehensive evaluations
were conducted on key aspects, including data acquisition, file
transfer, pre-processing, and analysis, to assess the platform’s
effectiveness in supporting forensic investigations.

Index Terms—Digital Forensics, Electromagnetic Side-Channel
Analysis (EM-SCA), Forensics-as-a-Service (FaaS)

I. INTRODUCTION

The digital forensics field encompasses the identification,
acquisition, preservation, and analysis of evidence from vari-
ous computing and communication devices [1]. While tradi-
tional methods, such as file system forensics, are effective for
desktops and laptops, accessing non-volatile memory in mo-
bile devices often requires risky and invasive approaches that
can compromise data integrity and violate forensic soundness
of the procedure [2]. IoT devices, storing data primarily in
volatile memory, present additional challenges due to their
heterogeneity and lack of standardized interfaces. Invasive
techniques, such as chip-off forensics [3], [4], are impractical
and time-consuming in most cases [5]. Therefore, the need for
non-invasive methods, such as EM-SCA, is evident [6]. EM-
SCA allows for data acquisition without physical tampering
of the target device, offering a viable solution for IoT device
forensics without compromising device integrity.

The application of EM-SCA in IoT forensics holds sig-
nificant potential for deriving forensic insights. However, its
direct adoption is hindered by the absence of specialized
tools and the high level of technical expertise required from
investigators. While previous research has demonstrated the
effectiveness of EM-SCA in detecting software behavior and
cryptographic algorithms with high accuracy [7], Current
methods require knowledge of digital signal processing, and
digital forensic investigators must manually conduct the pro-
cess using the GNU Radio library [8] and Software Defined
Radio (SDR) devices [9]. Additionally, the computational
demands of analyzing EM data, particularly when integrating
Machine Learning (ML), further complicate its implementa-
tion on standard personal computers, emphasizing the need
for a practical, cloud-based forensic platform to bridge these
gaps.

This work introduces EMvidence, an open-source FaaS plat-
form designed for EM-SCA. The platform facilitates EM data
acquisition through the EMvidence data acquiring application,
while the EMvidence web application enables users to upload,
analyze EM data, and generate detailed forensic reports. It also
allows the forensic community to integrate custom analysis
modules, providing flexible insights into a wide range of IoT
devices under investigation.

The rest of this paper is organized as follows. Section II
discusses the related work on EM-SCA and other related
technical implementations. Section III provides the design
and implementation of EMvidence data acquiring and web
applications. Section IV contains the results and evaluation of
this EMvidence framework. Finally, Section V concludes the
paper by highlighting the future work directions.

II. RELATED WORK

In the realm of EM-SCA, there has been a diverse set of
methods utilized to acquire EM data, from the usage of probes
as discussed by Gandolfi et al. [10] to the introduction of
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SDR devices by Nguyen et al. [11] and providing advanced
forensic insights by Sayakkara et al. [12] from the EM data
acquired using SDR devices. While these approaches offered
valuable insights, they also underscore the need for specialized
software tools tailored for EM data acquisition. Similarly,
existing pre-processing techniques in the EM-SCA domain
show a consistent sequence of steps across studies, indicating
potential for standardization and efficiency gains. However, the
lack of dedicated forensic tools for pre-processing EM files
and seamlessly integrating them into the analysis workflow
poses a notable challenge. Developing such forensic tools
could significantly enhance the practical adoption of EM-SCA
in digital forensics investigations, thereby unlocking its full
potential for probing IoT devices and other applications.

A FaaS platform provides digital forensic services over the
cloud, enabling users to access forensic tools and resources
remotely. The review of FaaS platforms highlights the im-
portance of comparing and contrasting different FaaS mod-
els to aid decision-making for researchers and practitioners.
While challenges such as processing large data volumes are
acknowledged, a deeper exploration of emerging trends and
security considerations is needed. Miller et al. emphasize the
importance of encryption for ensuring data confidentiality and
integrity in a FaaS model. However, integrating hashing algo-
rithms alongside encryption can further enhance data integrity
during the transmission of data from the local computer to the
cloud in a Faas platform [13].

EM data tend to be extremely large in size, and there-
fore, requires efficient handling while ensuring security and
integrity. Mallafi et al. explore file compression techniques
using Asynchronous JavaScript And XML (AJAX) and Web-
service technologies, demonstrating improvements in upload
efficiency [14]. Sayakkara et al. delve into the Hierarchical
Data Format 5 (HDF5) file format and Gzip compression,
providing techniques for file size reduction [12]. Mushtaq
et al. evaluate symmetric encryption algorithms, highlighting
Advanced Encryption Standard (AES), Blowfish, and HiSea
as preferred choices [15]. Additionally, Jaspin, Selvan, and
Sahana propose a double encryption mechanism using AES
and Rivest–Shamir–Adleman (RSA) algorithms, emphasizing
multi-layered security approaches [16]. Despite these advance-
ments, further research is needed to comprehensively evaluate
EM data compression using existing compression techniques
and the behavior of uploading time and the computer resources
when using different chunk sizes for the chunk uploading
mechanism.

III. DESIGN AND IMPLEMENTATION

This work entails developing a software platform, called
EMvidence, for EM-SCA, aimed at aiding digital forensic
investigators in real-life scenarios. The platform consists of
two main components: (1) Data acquiring application and (2)
Web application. The former is a desktop tool for acquiring
EM data with minimal configuration, while the latter utilizes
cloud services for processing data and generating insights.
This methodology ensures usability and efficiency in EM data

acquisition, processing, and analysis, catering to the needs of
forensic investigations.

A. EM Data Acquisition

EM data acquisition in the context of EM-SCA involves
capturing and recording EM radiation from computing devices
during their operations. This process is pivotal as the captured
data serves as the foundation for analysis and insight gen-
eration in for investigations. An SDR device-based approach
was deemed optimal for EM acquisition due to its ability to
capture a broad range of frequencies and its cost-effectiveness.
The HackRF One SDR hardware device, with its capability
to capture EM emissions in the frequency range of 1 MHz
to 6 GHz and a maximum sampling rate of 20 MHz, was
selected for this purpose [17]. Additionally, higher sampling
rates enhance the quality of the captured EM data, though this
also results in larger file sizes.

Fig. 1: User Interface (UI) of EMvidence data acquiring
application

Fig. 2: UI of EMvidence data acquiring application when
collecting data

To interact with the HackRF One hardware device, the
GNU Radio Python library was chosen for its capabilities



in capturing and recording EM data, along with Python as
the programming language due to its compatibility with the
GNU Radio library and suitability for desktop application
development. The hardware setup comprises the HackRF One
device, a near-field H-loop antenna for capturing EM waves, a
host computer for configuration and data storage, and an IoT
device under investigation. An Arduino UNO device was taken
as a representative IoT device in evaluations. Positioning the
antenna close to the microcontroller chip of the target device
enhances signal strength of the data being acquired for better
data analysis.

The data acquiring application is designed to operate seam-
lessly on both Windows and Linux operating systems, ensuring
portability and versatility for digital forensic investigators. Its
UI, depicted in Figure 1, allows investigators to set input
parameters and initiate data acquisition. During the acquisition
process, a spectrogram visualises the EM data being captured
(see Figure 2).

B. File Handling on the Client Side

Handling of EM data files on the client side in the EMv-
idence web application is a critical aspect that ensures the
secure and efficient uploading of large EM data files to the
server. When implementing the file upload feature, several
challenges related to data integrity and confidentiality must be
addressed to ensure the security of EM data. Upon initiating
the upload process, the user is presented with a file upload
interface, where they enter the required information, such as
device name, center frequency, sampling rate, and the EM data
file, before clicking the upload button to begin the process.
Once the user triggers the upload process, the file undergoes
several processing steps to ensure integrity, confidentiality, and
efficiency. First, the MD5 hash value of the file is calculated
to verify data integrity during transmission and storage. Next,
the file is compressed using the Gzip compression technique
to reduce its size, optimizing bandwidth utilization and mini-
mizing upload times.

After the initial preprocessing, the chunk upload mechanism
is employed to transmit the EM file to the server via an end-to-
end encrypted channel as shown in Figure 3. This mechanism
involves dividing the file into smaller chunks or segments for
easier management and parallel uploading. If any segment
fails to upload or becomes corrupted during transmission, the
client re-transmits that specific chunk, minimizing data loss
and improving reliability. Once all chunks are successfully
uploaded and assembled on the server side, the user receives
confirmation of the successful upload.

C. File Handling on the Server

Upon receiving uploaded file chunks from temporary stor-
age, the server initiates the process of reconstructing the
original file by arranging the chunks in the correct order and
combining them to recreate the file in its entirety. Once the file
upload is complete, a scheduled task is triggered on the server
side to convert the uploaded file into a suitable format for
analysis. This task involves a series of processing steps aimed

Fig. 3: Chunk upload mechanism

at preparing the file for subsequent analysis stages. Firstly,
the server decompress the received file to its original state.
Then, it recalculates the MD5 hash of the decompressed file
for integrity verification. Finally, the file is converted into the
HDF5 format.

The HDF5 format enables the compressed file content to
remain accessible without decompression, facilitating efficient
storage and retrieval. Subsequently, the compressed HDF5 file
undergoes encryption using the AES algorithm to safeguard
its content during storage until it is used to generate forensic
insights after processing with analysis plugins.

D. EM Data Pre-processing

The stages of pre-processing encompasses both mandatory
and optional steps, some of which can be customized by
investigators during their investigative process. The key stages
include down-sampling, Fourier transformation, and sample
selection. Down-sampling is employed to decrease file size,
thereby easing CPU and memory usage during EM file pro-
cessing. Investigators can choose various down-sampling rates
or opt not to downsample the data during analysis. Afterwards,
the EM data in HDF5 format is converted into NumPy arrays
to simplify pre-processing and subsequent analysis steps.

Fourier transformation is then applied to convert time-
domain data into the frequency domain, ensuring consistency
across multiple EM traces for effective ML analysis. Sam-
ple selection further enhances result accuracy and reduces
memory overhead during processing by selecting specific
time components for analysis. Users can choose between
predefined options or proceed without sample selection. The
pre-processed data undergoes format transformation to convert
it into a suitable format for processing. The pre-processed
NumPy array is then saved as a .npy format file, serving as
input for EM data analysis using ML based EM-SCA plugins,
ultimately leading to the generation of forensic insights.

E. Plug-ins for Analysis

The platform is structured to provide a standardized work-
flow from the development, packaging, and integration of
plugins designed to extract forensic insights from EM data (see
Figure 4). The design phase starts with identifying forensic
requirements and IoT devices to generating forensic insights
and addressing unmet needs. Following the design phase, the



Fig. 4: A probable investigative workflow for IoT forensics
using EM-SCA methods.

plugin creation procedure involves making initial decisions on
the type of IoT device and desired forensic insight, followed
by dataset generation to input into ML models and ML model
training. The plugin package consists of components such as
the ML model, Python script, dependency file, and plugin icon.

Developers can upload their plugins through an interface in
the web application, providing details such as plugin name,
associated center frequency, device information, and files in-
cluding the ML model and Python script. Admins then review
and approve uploaded plugins, ensuring only verified and
reliable plugins are integrated into the platform. The platform
opts for a centralized approach to streamline deployment and
ensure economic viability. Additionally, the integration of a
rating mechanism from users and the forensic community
further enhances the reliability and accuracy of integrated
plugins, fostering continuous improvement and innovation
within the EMvidence platform.

IV. EVALUATION AND RESULTS

A. Evaluation of Data Acquisition

The evaluation involved acquiring data from the EMVidence
data acquisition application for variable time periods (10s,
20s, 30s) at two sampling rates (10 MHz, 20 MHz), using
the theoretical file size for each time period and sampling
rate as a reference. Higher sampling rates and longer data
collection periods resulted in larger file sizes, as more detailed
information and data were captured over time. However, a
difference was observed between the theoretical and experi-
mental file sizes, suggesting potential influences from internal
and external factors during the data collection process.

B. Evaluation of File Transfer

The evaluation encompassed three critical aspects. Firstly,
the comparison of Gzip and bzip2 compression algorithms
for client-side file processing was performed (see Figure 5).
Despite bzip2’s commendable compression ratio, Gzip offered
a notable balance between compression ratio, compression

time, and resource usage, making it the preferred choice for
compressing EM data. Subsequently, the evaluation scrutinized
the chunk-uploading mechanism, focusing on the impact of
varying chunk sizes on upload time and resource consumption.
Surprisingly, no significant differences were detected across
different chunk sizes, suggesting that the choice of chunk size
may not significantly affect upload efficiency in this context.

Fig. 5: Compression ratio of EM data files according to
different types of compression algorithms

Despite the chunk upload mechanism’s longer upload times
(see Figure 6) due to server-side chunk merging processes, its
resource efficiency (see Figures 7 and 8) makes it a preferable
option, particularly in scenarios of simultaneous user uploads.
Additionally, the chunk-uploading mechanism’s reliability in
mitigating network-related failures underscores its suitability
for handling large EM datasets. Combining the chunk upload-
ing mechanism with Gzip compression emerged as the optimal
strategy, aligning with other implementation choices aimed
at effectively managing EM datasets and facilitating forensic
insights through EM-SCA.

Fig. 6: Time which it takes to upload different file sizes using
traditional and chunk uploading methods

C. Evaluation of Data Preprocessing
The evaluation of EMvidence’s data pre-processing config-

urations revealed crucial insights into their impact on CPU



Fig. 7: CPU usage for different file sizes using traditional and
chunk uploading methods

Fig. 8: Memory usage for different file sizes using traditional
and chunk uploading methods

utilization, memory usage, file size variation, and processing
time. The evaluation was conducted for 8 combinations of
options for pre-processing steps (named S1–S8) across 3
sandbox configurations (namely M1–M3) with varying CPU
and memory availability. The sandbox configuration with 2
CPU cores and 2 GB memory gave timeout errors for all
the combinations that contain down-sampling pre-processing
steps, while the combinations that do not include down-
sampling completed the pre-processing steps. This indicates
that down-sampling is the most CPU and memory-intensive
task out of all pre-processing steps.

Figure 10 illustrates the substantial impact of pre-processing
on reducing file sizes, with configurations S6 and S8 showing
the most significant reductions. This is where the sampling
selection process is applied in addition to down-sampling.
However, it’s worth noting that configurations not involving
down-sampling & sample selection, such as S1 and S3, had the
lowest impact on file size reduction. Additionally, processing
time varied considerably across configurations, with down-
sampling configurations (S5 to S8) exhibiting longer pro-
cessing times compared to non-down-sampling configurations.
(Refer Figure 9) This underscores the trade-off between pro-

cessing time and file size reduction, emphasizing the need for
users to carefully select pre-processing configurations based
on their specific requirements and available resources.

Fig. 9: Processing time of pre-processing steps in M3 sandbox
(8 CPU cores and 8GB memory)

Fig. 10: File size variation of the pre-processing steps

D. Monolithic vs. Distributed Plugin Architectures

While both centralized and distributed plugin management
architectures demonstrated similar CPU utilization, the dis-
tributed approach showed advantages in memory usage and
processing time. However, qualitative factors such as data
confidentiality and deployment costs must also be considered
when determining the most suitable plugin management ar-
chitecture. Due to these qualitative factors, it is eminent to
go with the centralized EM-SCA plug-in architecture at the
moment. These evaluation results provide valuable insights
for optimizing EM-SCA data analysis processes within the
EMvidence platform, contributing to enhanced efficiency and
performance in forensic investigations involving EM data.

V. CONCLUSION

This research focused on enhancing the handling of large
EM datasets for forensic analysis through EM-SCA. By intro-
ducing a FaaS platform, the project addressed challenges in



managing EM data on both the client and server sides. Through
secure file handling processes and comprehensive evaluations,
key methodologies were established. The seamless integration
of data acquisition and pre-processing into the EMvidence
platform has significantly improved the efficiency of the EM-
SCA process in digital forensics. Future improvements to the
framework include extending compatibility of the EMvidence
data acquiring application to support SDR devices beyond
HackRF One, implementing and evaluating EM-SCA plug-
ins for commonly encountered IoT devices, and developing
a mechanism for efficient file chunk concatenation. These
enhancements will further refine the platform’s versatility and
effectiveness.
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